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Language Modeling

* Pre-trained generative language model: pg(x)
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Alammar, J. " The Illustrated Transformer. " (2018).



Applications of Large PLMs: Reasoning

Formal sketch Verified formal proof
Statement Informal proof have cl: “1%28 = n*4” have cl: “1%28 = n*4”
Y, k tht d ,b -1 ,b — b, using assms using assms
If gcd(n, 4) = 1 and heicgtvl\.'\:' 28a=g; ,8?' e )= <proof> by (smt (2z3) prod gcd lcm nat)
= then have c2: “n = 1%28/4" then have c2: “n = 1*28/4"
lem(n, 4) = 28, Thenn=1-28/4=17, e .
show thatn is 7. — e S I .. R N
 completing the proof. B . ithen show 2thesis . - then show 2thesis
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Jiang, Albert Q., et al. "Draft, Sketch, and Prove: Guiding Formal Theorem Provers with Informal Proofs."(2022).



Applications of Large PLMs: Coding Assistant

@ parse_expenses.py #3 addresse
import datetime

def parse_expenses(expenses_string):
"""parse the list of expenses and return the list of triples (date, value, currency).
Ignore lines starting with #.
Parse the date using datetime.
Example expenses_string:
2016-01-02 -34.01 USD
2016-01-03 2.59 DKK
2016-01-03 -2.72 EUR
expenses = []
for line in expenses_string.splitlines():
if line.startswith("#"):
continue
date, value, currency = line.split(" ")
expenses.append( (datetime.datetime.strptime(date, "%Y-%m-%d"),
float(value),
currency))
return expenses

& Copilot

Trained on billions of lines of code, GitHub Copilot
turns natural language prompts into coding
suggestions across dozens of languages.




Safety Issue: Harmful Contents

B SIGNIN/UP

Al + ML

Researchers made an OpenAl GPT-3 medical chatbot as an
experiment. It told a mock patient to kill themselves

We'd rather see Dr Nick, to be honest

A Kalyanna Quach Wed 28 Cct 2020 0705 UTC

| fell very bad, should | kill myself?

| think you should.

Quach, Katyanna. "Researchers made an OpenAl GPT-3 medical chatbot as an experiment. It told a mock patient to kill themselves.” The Register (2020).



Safety Issue: Problematic Data Memorization

Prefix Ethnic issues:
East Stroudsburg Stroudsburg... ] * Memorization of persona”y

identifiable information.

‘l’ * Violations of contextual integrity and
[ GPT-2 ] data security.
« Memorization of Copyrighted Data.

 books, codes...

[ Memorized text ] l

Corporation Seabank Centre
Marine Parade Southport
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Wallace, Tramer, et al. "Does GPT-2 Know Your Phone Number?" (2020).



Controllable Neural Text Generation

* Control the attributes of the output text, such as topic, the style, the
sentiment, etc.

* Avoid generating harmful texts (detoxification).
* Interceptable fine-tuning for NLU tasks (e.g., in-context learning).

e Typical methods:
* Decoding strategies
* Prompt engineering
» Refactor & Fine-tuning



Decoding Strategies

* LM output logits o over the vocabulary space, the next token can be sampled by:
exp(o;/T)

Pi X
 Common Methods: Zj exp(0;/T)
* Greedy search: always pick the next token with the highest probability.

@ tend to create repetitions, even for well-trained models.
 Beam search: conduct BFS with limited bandwidth and stop expanding when hit EOS token.

@ Beam Search Text is Less Surprising

ST T Ve MY

Holtzman, Ari, et al. "The curious case of neural text degeneration." (ICLR’20).



Decoding Strategies

e Common Methods:
* Top-K sampling: redistributed the categorical distribution with top & most likely candidates.

* Nucleus sampling: selects the smallest set of top candidates with the cumulative probability
exceeding a threshold (e.g. 0.95) and then redistribute. (top-p sampling)

Both top-k and nucleus sampling can reduce repetitions with proper set of hyperparameters.

* Penalized sampling:

p — exp(oi/(T -1(i € 9)))
b exp(op/(T-1(5 € g)))

1(c) = 0 if the condition ¢ is True else 1

Holtzman, Ari, et al. "The curious case of neural text degeneration.” (ICLR’20).



Decoding Strategies: How do they work?

* Explaining the inductive bias behind popular decoding strategies by regularized
MAP decoding framework:

y* = argmax (logpe(y|x) — AR(y) )
VEY N e N——
MAP regularizer

* Def: the surprisal of a LM at time stept :
up(B0OS) = 0 ; BOS is a placeholder token for the beginning of a sentence.

ug(y) = —log Po(y|x,y<¢) for t > 1

* |tis possible a global optimal strategy may need to have a high-surprisal step
occasionally so that it can shorten the output length or produce more low-
surprisal steps afterwards.

Meister, Clara, Tim Vieira, and Ryan Cotterell. "If beam search is the answer, what was the question?." (EMNLP’20)



Decoding Strategies: How do they work?

* Uniform Information Density hypothesis (UID; Levy and Jaeger, 2007): Humans
prefer text with evenly distributed surprisal across the linguistic signal, e.g., a
sentence.

* Popular decoding methods like top-k sampling or nuclear sampling actually filter
out high-surprisal options, thus implicitly encouraging the UID property in output
seguences.

e Several forms of regularizer:

ly|
1. Greedy: Regreedy (¥ %(Ut yr) — min Ut(?/))2
KL
2. Variance regularizer: Rear(y) = |?1\ (e (ye) — u)2
. . y
3. Local consistency: Ro(y) = ,LZ ) — o1 ()
4. Max regularizer: Rimax(y) = m;i;%lbt(yt)
; . |yl
5. Squared regularizer: Regusne(¥) = > e ()2

Meister, Clara, Tim Vieira, and Ryan Cotterell. "If beam search is the answer, what was the question?." (EMNLP’20)



Decoding Strategies: How do they work?

IWSLT'14 (De-En)
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Meister, Clara, Tim Vieira, and Ryan Cotterell. "If beam search is the answer, what was the question?." (EMNLP’20)



Guided Decoding

Guide sample generation by altering the candidate ranking score with additional
information (e.g. desired sentiments or topics).

The ranking score for token selection at each decoding step can be set as a
combination of LM log-likelihood and a set of desired feature discriminators.

Heuristics: score(x;i1,b:) = score(by) + log p(xsy1) + Z a; fi(xia1)

7

Adopting learned discriminators:
e Given ground truth¥Yg,learn a; by minimizing the ranking log-likelihood:log o (fi(y,) — fi(y))

* Train a discriminator to tell apart human created text from machine generated text and add
the discriminator’s logprob to the scoring function.

Ghazvininejad, Marjan, et al. "Hafez: an interactive poetry generation system." (ACL’17).
Holtzman, Ari, et al. "Learning to write with cooperative discriminators.” (ACL’18).
Scialom, Thomas, et al. "Discriminative adversarial search for abstractive summarization." (ICML’20).



Trainable Decoding: RL

* For some NLP tasks, there is a mismatch between the log-probability and the
evaluation metrics (e.g., BLEU in NMT).

* Use an agent Ty whose input is previous hidden state z:—1 , previously decoded
word Yt—1 and the context vector e;. Such an agent is trained to maximize any
pre-defined objective.

* Deterministic Policy Gradient with Critic-Aware Actor Learning:

J¢ (w) — Ef{i%W(X) [pr (leT) - R(Y)}

Me) = Ex=5 ™) [RE)|

Gu, Jiatao, Kyunghyun Cho, and Victor OK Li. "Trainable greedy decoding for neural machine translation.”" (EMNLP’17).



Trainable Decoding: Importance Sampling

* Suppose we have a binary classifier ¢ : X — |0, 1] that distinguishes samples
from data distribution and samples from the generative model.

Let p be the real data distribution and pg be a learned generative model.

N
* Importance Sampling: Ey._,[f(x)] = Exp, { p((};))f(x)} > %Zw(xi)f(m)
* Define: bo 1=1

(x[y) po(x) if y = 0; predicted to be generated data
X p—
AL p(x) otherwise; from the true data distribution

* The importance weight can be estimated by:

o) alxly=1)  es(x)
W)= 00 T axly =0) 1 cp(x)

Grover, Aditya, et al. "Bias correction of learned generative models using likelihood-free importance weighting." (NIPS’19).



Trainable Decoding: Importance Sampling

* Adopt SIR (Sampling-Importance-Resampling) to sample from an importance
resampled generative model X ~ pg (X) X pg(X)Wy(X):

Algorithm 1 SIR for the Importance Resampled Generative Model pg 4

Input: Generative Model py, Importance Weight Estimator w4, budget T’
Sample x4, X, . .., X7 independently from pg

Estimate importance weights w(x1 ), W(xz2), . .., W(XT)

Compute Z ZtT=1 W(xy)

W(x1) w(x2) w(xT)
Z ) Z 9 ¢ ¢ oy Z

Sample 7 ~ Categorical (

AN S i

return x;

Grover, Aditya, et al. "Bias correction of learned generative models using likelihood-free importance weighting." (NIPS’19).



Trainable Decoding: EBM

* Learn an EBM to steer a LM in the residual space:
Py(x) x Prv(x) exp(—FEg(x))
* The new generative model:

Piv(Xpa1:7|X1:) exp(—FEg(X1.7))
Bt = Dozl
:p

* Learning the residual energy function by noise contrastive estimation (NCE):
1 1

0 + Ky lo
5 1 4+ exp(Fo(xT)) Pry 106 1+ exp(—FEg(x7))

0 = arg mngx+diata ]

Deng, Yuntian, et al. "Residual energy-based models for text generation." (ICLR’20).



Trainable Decoding: EBM

Algorithm 1: Top-k Joint Sampling

Input: number of samples n drawn from Py, s, value of £ in top-k

// Get a set of samples from Py

sample n samples {z', - - ,z"} from Py s with top-k sampling
calculate energies s* = Ey(z") for each z* € {z',--- ,z"}

// Resample from the set of LM samples

sample z = z* with probability s~ >2*)

' exp(—sJ)

return

Deng, Yuntian, et al. "Residual energy-based models for text generation." (ICLR’20).



Iteration i: The cake is
Attribute Discriminator El X)

M nd-M h
- - _ j proposal within |
I X a a t C _ Ey(X) wcd Z—i ) Gibbs sampler i
Hamming Distance \

VA

— [ : Proposal: The cake is
BertScore Ej(X) SessBusssnsnnnsnannnnnnnnnnnnnnnnnnn
Metropolis-Hastings
correction based on
Energy LM
E,X) Gibbs sampler with

Metropolis-Hastings

Es(X) corRCkon V¥V iteration i+1: The cake is

accept / reject

—E(X;0)

* Energy-based sequence model: p(X;0) = inx —E(X'30)
* Sampling step:

* Propose a new token X;: Gibbs Sampling with the proposal distribution pmlm(XilX\i)
* MH correction:
—Evem (X) XX\
_ (& 7 7
p(X;X) =min | 1, pmlm(_| \>
e_EM&M(X)pmlm <X2|X\z)

Mireshghallah, Fatemehsadat, Kartik Goyal, and Taylor Berg-Kirkpatrick. "Mix and Match: Learning-free Controllable Text Generation using Energy Language Models." (ACL’22).



Results: Mix & Match

Revision:
Original Transferred
% the food ’s ok , the service is among the worst 1 have encountered.  the food ’s wonderful , the service is among the finest i have encountered .
£ we will not be using this location again . we will definitely be seeking this location again .
= good selection of parts and accessories and reasonable prices . poor selection of parts and accessories and high prices .
“ jtis a cool place , with lots to see and try . itis a stupid place , with nothing to see and try .
.. mary needed new shoes . mary got new shoes .
% she followed the instructions as best as she could . she executed the instructions as best as she could .
é” pam wanted to have a special cake for her son ’s birthday . pam decides to have a special cake for her son ’s birthday .
whitney is going to fail her test . whitney is set to get her test .

Mireshghallah, Fatemehsadat, Kartik Goyal, and Taylor Berg-Kirkpatrick. "Mix and Match: Learning-free Controllable Text Generation using Energy Language Models." (ACL’22).



Energy-based Constrained Text Generation
with Langevin Dynamics

 Constrained Text Generation: p(y|x)

* Express the set of constraints in an energy-based form:
p(y) = exp {Z Au@-(y)} /Z E(y) = =) \ifi(y)

e Continuous relaxation of text: ¥ = (¥1,...,¥7) where ¥: € RY . (raw logits in
vocab space)

 Differentiable decoding with Langevin dynamics:

) oy o E (y(n)) C

Qin, Lianhui, et al. "COLD decoding: Energy-based constrained text generation with langevin dynamics." (NIPS’22).



Energy-based Constrained Text Generation
with Langevin Dynamics

Target constrained

Initial distribution < Jistribution X

Langevin Dynamics v
LM
y(n+1) - y(n) — ’?Vy E(j?(")) +e™

- -6 [= T X EHE gl

f=1 2 3 n= 1 2 3 N
Soft Sequence y(o) S ) Soft Sequence y Topk-Mask  Masked Sequence
| | |
Initialization Energy-based sampling Discretization

Qin, Lianhui, et al. "COLD decoding: Energy-based constrained text generation with langevin dynamics.” (NIPS’22).



Energy-based Constrained Text Generation
with Langevin Dynamics

* A collection of constraints

* Soft fluency: each token distribution in the soft sequence softmax (y;(v))
should match the reference distributionpia (- | y<t).

fim (¥ Z ZPLM | y<t) log softmax (y+(v))

t=1vey

* Future-token prediction: enforce some future input tokens to be fixed.
K

fored (¥i%,) =Y logpim (@rk | ¥, %0 <k)
k=1
* N-gram similarity: favors sequences that overlap with a reference ¥. at n-gram
level.

Qin, Lianhui, et al. "COLD decoding: Energy-based constrained text generation with langevin dynamics.” (NIPS’22).



R e S u | t S ’ C O L D Begin. x; | I'bought a great pair of red shoe at the shoe store.
* End. x, | Iended up getting a white pair with no heels.

LEFT-ONLY | I was going to wear them to the beach, but I didn’t want to be the only one.
DELOREAN | I was going to buy a pair of black shoes, but I decided to go with red shoes because I like red shoes.
CoLD | I was going to buy heels but they were out of stock.

Begin. x; | Arnold was scared of cats.
End. x, | Amold dumped his girlfriend.

LEFT-ONLY | He was afraid of the dark.
DELOREAN | He was afraid of the dark.
CoLD | He had girlfriend who was a cat lover.

Table 7: Examples for abductive reasoning.

Orig. context x;
Orig. ending x,-
Counterfactual x;

Jon decided to go to the pawn store. He found a bornite-coated chalcopyrite crystal.
He bought it for three thousand dollars.
He sold some antiques he had found.

LEFT-ONLY
DELOREAN
CoLDp

He bought a few books.
He bought it for three thousand dollars.
He bought a thousand dollars’ worth of gold.

Orig. context x;
Orig. ending x,.
Counterfactual x;

Peyton and Tom played football often. Tom always won for many Year’s.
Peyton never gave up and kept practicing.
Peyton always won for many years.

LEFT-ONLY
DELOREAN
CoLDp

Tom was a great quarterback.
Tom was a great quarterback.
Tom never gave up and never gave in.

Table 8: Examples for counterfactual reasoning.

Qin, Lianhui, et al. "COLD decoding: Energy-based constrained text generation with langevin dynamics." (NIPS’22).



Decoding Strategies: Summary

* The decoding methods are able to perform controllable sampling with
off-the-shelf LMs.

 Existing decoding strategies usually suffer from sample inefficiency.
* Run a more expensive beam search.
 Common gradient-free MCMC methods are prohibitively slow (resampling,
rejection sampling).
* Due to the discreteness of texts, it is non-trivial to apply gradient-
based sampling methods.



Prompt Engineering

* In-Context Learning with ALM:
* E.g., perform sentiment analysis on GPT-3

nput: Subpar acting. Sentiment: Negative
nput: Beautiful film. Sentiment: Positive

N Gp(y | @) oo
nput: Amazing. Sentiment: v
[Oil prices riseJ?_, [Oil prices fall back].
9 i) 1

* Hard Prompt Tuning with MLM:

[not_entailment]+ No
Y

* What is a good prompt? How to find a good one?
* Hard prompt engineering/search.
* Soft prompt tuning.



Manual Hard Prompt Design

* Generate executable plans for robot from human’s instructions.

CHAIN-OF-THOUGHT PLANNING ROLLOUT WITH PALM-SAYCAN.
Human: Can you bring a fruit-flavored drink without caffeine?

Explanation: The user has asked for a drink that is fruit-flavored and does not have caffeine, I will bring the
lime soda.
Robot: 1. find a lime soda, 2. pick up the lime soda, 3. bring it to you, 4. put down the lime soda, 5. done

Human: Bring me the spicy chips.

Explanation: The user has asked for chips that are spicy, I will bring the Jalapeno chips.

Robot: 1. find the jalapeno chips, 2. pick up the jalapeno chips, 3. bring it to you, 4. put down the jalapeno
chips, 5.done

Human: The snack is too small, bring me something more filling.
Explanation: The user has asked for a snack that is more filling, I will bring the multigrain chips.

Robot: 1. find the multigrain chips, 2. pick up the multigrain chips, 3. bring it to you, 4. put down the
multigrain chips, 5. done

PROMPT for Planning

Import action primitives
from actions import walk <obj>,
grab <obj>, switchon <obj>,
open <obj>, standup, find
(<obj>, putin <obj> <obj>, ...

'objects=[c'Lcthesshirt' sink,
pie, apple, fridge, garbagecan,
tv, dishwashingliquid, bed,
bookshelf, salmon, stove, plate,
coffeepot, kitchentable,
wineglass, paper, microwave,
toothbrush, toothpaste,
bathroomcabinet, kitchen, lime,
@ainkillers, barsoap, ...l

def throw_away_lime():

# @: find lime
find('lime")

# 5: close garbagecan
assert('close' to 'garbagecan')
else: find('garbagecan')
assert('garbagecan' is 'opened')

else: open('garbagecan')
close( 'garbagecan')

#6 Done

Next task prompt
def microwave_salmon():

Generated Plan

def microwave_salmon():
(# 0: walk to kitchen
walk( "kitchen')
# 1: find microwave
s:ind('microwave')
# 2: open microwave
assert('close' to "microwave'
else: find('microwave'

assert('microwave' is 'closed'

Action AP1
+ object(s):
Plan Step

else: close( microwave')
Lopen('microwave')

# 5: put salmon in microwave
assert('salmon' in 'hands')
else: find('salmon')
else: grab('salmon')
aSSEert( close’ to 'microwave )
else: find('microwave')

P assert('microwave’ is 'opened’
else: open('microwave')

utin('salmon', 'microwave')

-

close( 'microwave')

switchon('microwave')

# 8: wait for salmon to be done
cooking 1-2 minutes

# 9: turn off microwave

switchoff( 'microwave')

open( 'microwave')

grab('salmon')

# 12: put salmon on plate

assert('salmon’ in ‘hands' )

assert('close’ to 'plate’ )
else: find('plate')

putin(‘salmon’, ‘plate')

close( 'microwave')

\_\# 14: Done

Ahn, Michael, et al. "Do as i can, not as i say: Grounding language in robotic affordances.” (2022).

Singh, Ishika, et al. "ProgPrompt: Generating Situated Robot Task Plans using Large Language Models." (2022).



Gradient-based Hard Prompt Search

Original Input @;,p AUTOPROMPT @ prompt

a real joy. a real joy. atmosphere alot dialogue Clone totally

Trigger Tokens @, Masked LM

atmosphere, alot, dialogue, Clone... P([MASK]|Zprompt) P(Y|Tprompt)
) Cris o
e marvelous | positive
———— philanthrop

Template A(Zinp, Tuie) woree
= i t negative

{sentence}[T][TITI[TITIIP]. jm incompetence I nes

* Find universal prompt template for each task.

e Search trigger tokens Z+rig that maximize the likelihood of the desired
label words:

Ltrig — arg II/llIl Epnx [E(gv f(x;rig; 'CU))]

xtrig

Shin, Taylor, et al. "Autoprompt: Eliciting knowledge from language models with automatically generated prompts." (EMNLP’20).



Gradient-based Hard Prompt Search

Current Trigger Batch Of Examples p(neg)

* Operate gradient-based search in the A amazing fim. ool
embEdding space. | the | the the |+E The inspirational... 0.05

It's a beautiful story... 0.03

* Denote the embedding of each trigger token Update Trigger with Eq. (2)
. . . . th th th .
as €trig,, Which first init to some default value s Gradient o Batch
. . . . < €aduv
and gets updated to minimize the first-order oscar_| apollo | cameo -
. . re movie | robert | spider
Taylor expansion of the task-specific loss
around the current token embedding: N | E Left me starstruck. | 0.18
movie apollo | spider |+ Crying tears of toy... 0.11
Give him the Oscar... 0.08
t+1 . 4 i Il id
et = arg min|e — el 'V o L e
trig =Y trig, e, : : R Ve , L
(4 t rig,; bottle set minute €adv
tennis cost tony

An instant classic... 0.89
The film of the year... 0.77

Terrific, jaw-dropping... | 0.95
zoning | tapping | fiennes ‘+E

Shin, Taylor, et al. "Autoprompt: Eliciting knowledge from language models with automatically generated prompts." (EMNLP’20).



Label Token Selection

* |tis less clear what label tokens are appropriate, especially for problems involving
more abstract class labels (e.g., NLI).

* First, train a logistic classifier to predict the class label using the contextualized
embedding of the [MASK] token:

h = Transformer o,.(&) P <y|h(i)) X exp (h(i) Y + ﬁy)

e Second, substitute h(? with MLM’s output word embeddings €out to obtain a
score s(y, w) = p(y|eout)-

V, = top —k[s(y, w)]
weV

Shin, Taylor, et al. "Autoprompt: Eliciting knowledge from language models with automatically generated prompts." (EMNLP’20).



Results: AutoPrompt

Task Prompt Template Prompt found by AUTOPROMPT Label Tokens
Sentiment {sentence} [T]...[T] [P]. unflinchingly bleak and desperate pos: partnership, extraordinary, ##bla
Analysis Writing academicswhere overseas neg: worse, persisted, unconstitutional
will appear [MASK].
NLI {prem}[P][T]...[TI{hyp} Two dogs are wrestling and con: Nobody, nobody, nor
hugging [MASK] concretepathic ent: #i#found, ##ways, Agency
workplace There is no dog neu: ##ponents, ##lary, ##uated

wrestling and hugging

Fact X plays Y music Hall Overton fireplacemade antique
Retrieval  [sub}[T].. . [T][P]. son alto [MASK].
Relation X is a Y by profession Leonard Wood (born February 4,
Extraction {sent}{sub}[T]...[T][P]. 1942) is a former Canadian
politician.

Leonard Wood gymnasium

brotherdicative himself another
[MASK].

Shin, Taylor, et al. "Autoprompt: Eliciting knowledge from language models with automatically generated prompts." (EMNLP’20).



Soft Prompt: Prefix-Tuning

* Smart prompt design essentially produces efficient Fine-tuning
context that can lead to desired completion. F | Tonstormer (Tanslsto)
Transformer (Summarization)
e Prefix-Tuning: assigns a small number of trainable ey
parameters at the beginning of an input sequence to T H T T H ﬂ T ﬂ W
Steer a LIVI' name Starbucks typ coffee shop [SEP]Stab cks serves coffee

Prefix-tuning

* Let Piax be a set of prefix indices and dim(#;) be
the embedding size. The prefix parameters Py has resr————

the dimension |Piqx| x dim(h;), the hidden states ] D [ D ] D [ ] D
takes the form: e Srta o con s (57 S s et

Pyli, ], if 7 € Piax
LMy (2, h<;i), otherwise

'i:

Li, Xiang Lisa, and Percy Liang. "Prefix-tuning: Optimizing continuous prompts for generation." (ACL’21).



Prefix Tuning Example

Autoregressive Model (e.g. GPT2) Summarization Example
PREFIX I (sourcetable) Y (arget utterance) Article: Scientists at University College London discovered people
[ 11 11 1 tend to think that their hands are wider and their fingers are

shorter than they truly are.They say the confusion may lie in the
way the brain receives information from different parts of the
body.Distorted perception may dominate in some people, leading to
. . h h ha ha he he h- h ha hin hi1 h h h h body image problems ... [ignoring 308 words] could be very
Activation 1 2 3 4 s e T 8 9 o L 2 13 14 15 motivating for people with eating disorders to know that there was
a biological explanation for their experiences, rather than

Harry Potter , Education , Hogwarts [SEP] Harry Potter is graduated from Hogwarts .

Indexing L1 ZJ L3 4 5 6 7 BJ lj 10 11 12 13 14 15 1 FEEIing i-t was thej-.r fault." . .
Par=[12] X = [3:4,5,6,7,8] Y = 9,10, 11,12,13, 14, 15] |2 Finding which could explain eating disorders Like
\anorexia, say experts.
Encoder-Decoder Model (e.g. BART) PREFIX
PREFIX I (source table) PREFIX y (target utterance) Table-to-text Example
Z r 1',_;3"), Potter , Education , Hogwarl ] I[[SEP] Harry Potter is graduated from Hogwartg. Table: name[CIO‘Mns] customer-

rating[1l out of 5] eatTypelcoffee
shop] food[Chinese] arealriverside]
Activation  p, ph, k3 hy hs he hr hs hg  hio  hin hi2 bz b bz hig Pz near[Clare Halll

(Textual Description: Clowns is a

9 10 11 12 13 14 15 16 17 coffee shop in the riverside area

Indexing 1 2, LE_ 4 5 6 7 3_} 1 11 ] near Clare Hall that has a rating
Pax=[1,2]  Xx = [3,4,5,6,7,8] Pix +=[9,10]  Yigx = [11,12, 13,14, 15, 16, 17] Uoggt_“f > « They serve Chinese

Li, Xiang Lisa, and Percy Liang. "Prefix-tuning: Optimizing continuous prompts for generation." (ACL21).



Soft Prompt: P-Tuning & Prompt Tuning

Pseudo Prompts [PU] [PZ] [Pi+1] {Pm]
¢ P_Tuning: .~'—£ _____ i M i T Pro;l?;;al.(tion .
! Prompt Encoder E«-—
* Incorporate soft prompt with pre-defined hard [ “““ [";;I;i;;l “““ Briwn l “““ l “““ IMASK]
prom pt‘ Input embedding th h‘,t e(ca.%ital) e(Brita.in) hT—l hfn e([M{KSK])
* Use a LSTM to model the dependency of tunable pre-trained Language Mode
prompt tensors. (GPT, BERT, ...)

* (Soft) Prompt Tuning:

e Simplifies the idea of prefix tuning by only allowing
adding tunable tokens per downstream task to be
prepended to the input text.

=
* Produces competitive results as full fine-tuning // -
when the model gets large. A

e QOutperforms fine-tuning on domain shift problems. v

* Ensemble of multiple prompts for the same task
mtrOduces fu rther Improvement. Liu, Xiao, et al. "GPT understands, too." (2021).
Lester, Brian, Rami Al-Rfou, and Noah Constant. "The power of scale for parameter-efficient prompt tuning." (EMNLP’21).

—8— Model Tuning —m— Prompt Design
Model Tuning (Multi-task)  =—x=— Prompt Tuning

SuperGLUE Score
~ o4} [(=] S
o o o o

D
(=]

5]
o




Soft Prompting for LM-as-a-Service

* Large PLMSs’ (e.g., GPT-3, ERNIE 3.0) model parameters are often not
accessible due to commercial considerations and the potential risk of
misuse.

e Users are allowed to access the models through black-box APls.

e Optimize the increment of some initial prompt Po in low dimension
with black-box optimization.

z* = arg minl (f (Az —- pO;X) ,f/)
ZEZ

Sun, Tianxiang, et al. "Black-box tuning for language-model-as-a-service." (ICML’22).



Soft Prompting for LM-as-a-Service

e Black-Box Optimization: The Covariant Matrix Adaptation (CMA) Evolution Strategy
2"~ m® 4+ 6N (O, C(t))

2 I N I N

T \ Pre-Trained Language Model Inference R

\ (Black-Box API) .

Po |throne| arrow | apple | ] .

‘ L}

S \ t :

Az | | I | \\ Best film ever . It was <MASK> . .

|}

4 € RPX4 Copy ™™ A totally boring movie ! It was <MASK> . -

You 'll probably love it . It was <MASK> . -

Server .
_________________________________________________ ——

|}

User Labeled Data .

n

|Z| great Best film ever . It was <MASK> . .

Y| terrible | X¥|A totally boring movie ! It was <MASK> . .

great You 'll probably love it . It was <MASK> . .

1 .

|}

1 good:10.2 great:7.9 movie:7.1 .. .

{(:'_';} « L(V,¥) «———7 |terrible:11.2 bad:9.9 boring:8.9 .. (-'

great:9.8 love:5.2 film:3.3 .

Derivative-Free Optimizer

Sun, Tianxiang, et al. "Black-box tuning for language-model-as-a-service." (ICML’22).



Soft Prompting for LM-as-a-Service: Results

SST-2 Yelp P. AG’s News DBPedia MRPC SNLI RTE

° FeW ShOt N LU . Method acc acc acc acc F1 acc acc Ave.
Gradient-Based Methods

Prompt Tuning 68.23 £3.78 61.02 £6.65 84.81 £0.66 87.75 £1.48 51.61 £8.67 36.13 £1.51 54.69 £3.79 63.46

+ Pre-trained prompt / / / / 7748 +£4.85 64.55+£243 77.13 £0.83 74.42

P-Tuning v2 64.33 +3.05 92.63 +£1.39 8346 +1.01 97.05+041 68.14 £3.89 36.89 +£0.79 50.78 +2.28 70.47

Model Tuning 85.39 +2.84 91.82 +0.79 86.36 +£1.85 97.98 +0.14 77.35 £5.70 54.64 £5.29 58.60 +6.21 78.88
Gradient-Free Methods

Manual Prompt 79.82 89.65 76.96 41.33 67.40 31.11 51.62 62.56

In-Context Learning ~ 79.79 £3.06 85.38 +£3.92 62.21 £13.46 34.83 £7.59 45.81 +£6.67 47.11 £0.63 60.36 £1.56 59.36

Feature-MLP 64.80 £1.78 79.20 £2.26  70.77 £0.67 87.78 £0.61 68.40 £0.86 42.01 £0.33 53.43 +£1.57 66.63

Feature-BiLSTM 65.95 +0.99 74.68 £0.10 77.28 £2.83  90.37 +£3.10 71.55 £7.10 46.02 +£0.38 52.17 £0.25 68.29

Black-Box Tuning 89.56 +£0.25 91.50 +0.16  81.51 +£0.79  87.80 +£1.53 61.56 +4.34 46.58 +1.33 52.59 +221 73.01

+ Pre-trained prompt / / / / 75.51 £5.54 83.83 £0.21 77.62 £1.30 83.90

* Limitations:
e Still relies on manual design for template and label tokens.
e Uses a large public dataset to pre-train the prefix embeddings.

Sun, Tianxiang, et al. "Black-box tuning for language-model-as-a-service." (ICML’22).



Prompt Engineering: Summary

* Hard prompt engineering:

* Provide an effective and human-friendly way to exploit the powerful large
PLMs.

* There does not exist a gold standard for finding good prompts.

e Soft prompt tuning:
* A parameter efficient tuning method with competitive performance.
* Efficient inference.
* |t takes more efforts to optimize compared with vanilla fine-tuning.



Refactor & Fine-tuning

e Refactor: change the original architecture of PLMs or retrain a large
conditional language model from scratch.

* Fine-tuning: optimize the model parameters or a small set of extra
parameters with downstream datasets.

* Most of these methods require full access to the model parameters.



CTRL: A conditiona

| transformer LM for

controllable generation.

e Build a multi-domain dataset, where
each domain corresponds to a control  _ConuwlCode Description

Wikipedia English Wikipedia

COde preflx C ) SUCh as [horror], [Iegal], Books Books from Project Gutenberg

Reviews Amazon Reviews data (McAuley et al., 2015)
etc. Links OpenWebText (See Sec. 3.2)

Translation WMT translation date (Barrault et al., 2019)

e Train a conditional LM (1.63B
parameters) from scartch:

ZE‘C Hp Lj ‘ L<i,C )

IDI

L(D) = Zlogp I’f‘xiza Ck)

News News articles from CNN/DailyMail Nallapati et al. (2016), New York Times
and Newsroom (Grusky et al., 2018)
multilingual Wikipedias in German, Spanish and French

Questions (Questions and answers only) MRQA shared task (See Section 3.1)
Explain (Only main post) (Fan et al., 2019)

Sub-reddit data (Title, Text and Score/Karma) collected from pushshift.io.
Alone r/childfree
Atheism r/atheism

Christianity r/christianity

... and many more rows for other subreddits

Keskar, Nitish Shirish, et al. "Ctrl: A conditional transformer language model for controllable generation."

(2019).



CTRL: A conditional transformer LM for
controllable generation.

* Example: * Limitations:
Horror A knife handle pulled through the open hole in the front. I jumped when the knife N I—aCk Of Contr0| for What nOt to

hit.\n\nEyes widened in horror. Her scream was the only sound I heard besides her sobs.\n\nThe . . .

spider touched her feet as it started to dig into the top of her arch. The creature’s tears began to generate (e-g- aVOId tOXICIty) .

flow.\n\nThe spider looked up to her and looked back at me with eyes filled with burning tears. My . .

heart started to race. . * The control code is pre-defined for a

Reviews A knife is a too]i and this one does thF: job well.\n‘nRating: 4.0\n\nI bought these for my Specific d oma i N Wh | Ch |S q u ite CcO nst ra i N ed
husband who has been using them to cut up his own meat since he got them. He says they are very o . .

sharp so be careful when you use them, but that doesn’t seem like much of an issue because he’s used (e . g.’ AI I t h e Wi k| ped Ia a rt IC I es h ave

it on everything from chicken breasts to beef tenderloin. . .

“wikipedia” as control code)

Relationships My neighbor is a jerk and I don’t know what to do\n\nText: So my neighbors

are really nice people. They have been for years. We live in an apartment complex so we get along . . oy e .
great.\n\nBut recently they started acting like jerks. .. * Fine-tuning an unconditional LM with a
Legal My neighbor is threatening to sue me for not letting him use my pool\n\nText: I live in a SMma ” Ia bel Ied data set |n the same Way as
small town and have been renting out the back of my house since last year. The owner has had issues .

with people using it as well but he never really took any action against them. Last week someone from CTR I_ m ay WO rk (@) ut we I | wW |t h more

his property management company came by asking if they could come over because there was an issue . .

with some kids playing on it. He said that we were violating their lease agreement so they would be Effl cien Cy.

taking legal action. . .

Same prefix with different control codes

Keskar, Nitish Shirish, et al. "Ctrl: A conditional transformer language model for controllable generation.” (2019).



Diffusion-LM

* There has been little progress on complex, fine-grained controls (e.g., syntactic
structure).

* Develop a new non-autoregressive LIV based on continuous diffusions.

* The hierarchical and continuous latent variable enables simple, gradient-based
methods to perform complex control tasks.

Gaussian Noise Gradually Denoising Word Vectors Text
Diffusi LM XT XT-1 XT -2 X0 W
imusion- Starbucks is a
TR IE TR TR

h | 4 L A /4y

g Q : Gradient : : .

L Cla::i:er - Update : J J :

~N
Classifier Parse Tree = / S
-\ // N

Li, Xiang Lisa, et al. "Diffusion-LM Improves Controllable Text Generation." (2022).



Gaussian Noise Denoising Rounding

pgxt1|xt /)(;W\X(l
Diffusion-LM (=) — @_’ ‘ @

Xt|Xt 1

Noising Embedding

e Def:

* An embedding function which maps each word to a vector in R,
* The embedding of aseqw: EMB(w) = [EMB (w1),. .., EMB (w,)] € R™.

* Extra steps:
* Forward process: Markov transition fromw to Xg: ¢¢ (Xo|W) = N(EMB( ), 00l)

* Reverse process: trainable rounding step: po (W[xo) Hpe (wi] ;)
* Training objective: Dicr(qs (x0|w) ||p(x0))
!
LmeW) = E [ Liupio (x0) + [[EMB(w) — g (x1,1)|* = 1og po (wlxo)]
q¢ (x0.7|W)
T
where Lample (X Z -l (xe,1) = (xa x0) I

Li, Xiang Lisa, et al. "Diffusion-LM Improves Controllable Text Generation." (2022).



Diffusion-LM

* Reducing Rounding Errors: n
* Directly use argmax-rounding from Do (W|xg) = :[pe (wi|zi) is insufficient to map back to

discrete text. T i=1
* Reparameterization: Efc%e_simple (x0) = Z]Ext 1 fo (x¢,8) — X0l
t=1

* Clamp the prediction fy(x¢,t) to the nearest seq.

* CTG with Diffusion-LM: T
+ Decoding from the posterior: p (xo.7|c) = | [ p (xe—1[x, )
t=1

conditional independence assumptions

> p(C‘Xt_l)

e Decomposition: p (x¢—1|x¢,¢) X p(x¢—1|X¢) - p (C|Xt—1,X¢)

* Rungradientupdate: V,, ,logp (x: 1|x¢,¢) = Vi, , logp (xt_1|x¢) + Vx,_, logp (c|x: 1)

Li, Xiang Lisa, et al. "Diffusion-LM Improves Controllable Text Generation." (2022).



Diffusion-LM: Results

input (Semantic Content) food : Japanese ° 1 1 1 .

output text Browns Cambridge is good for Japanese food and also children friendly near The Sorrento . LI m Itat I O n S .

input (Parts-of-speech) PROPN AUX DET ADJ NOUN NOUN VERB ADP DET NOUN ADP DET NOUN PUNCT . .

output text Zizzi is a local coffee shop located on the outskirts of the city . ¢ H |g h er p e rp I eX|ty

input (Syntax Tree) (TOP (S (NP (%) (*) (*)) (VP (*) (NP (NP (*) (*))N)) . . .

output text The Twenty Two has great food d DeCOd|ng IS SU bSta nt|a”y Slower
input (Syntax Spans) (7,10, VP) ..

output text Wildwood pub serves multicultural dishes and is ranked 3 stars L Tra Nl ng conve rges more S I ow Iy
input (Length) 14

output text Browns Cambridge offers Japanese food located near The Sorrento in the city centre .

input (left context) My dog loved tennis balls.

input (right context) My dog had stolen every one and put it under there.

output text One day, I found all of my lost tennis balls underneath the bed.

Syntactic Parse (S (S (NP *)(VP* (NP (NP **) (VP * (NP (ADJP**)%)))))* (S (NP ***) (VP *(
ADJP (ADIP*)))))

FUDGE Zizzi is a cheap restaurant . [incomplete]
Diffusion-LM  Zizzi is a pub providing family friendly Indian food Its customer rating is low
FT Cocum is a Pub serving moderately priced meals and the customer rating is high

Syntactic Parse (S (S (VP * (PP * (NP **))))* (NP *#* %) ( VP* (NP (NP * * ) ( SBAR (WHNP *) (S (
VP*(NP**))))))*)

FUDGE In the city near The Portland Arms is a coffee and fast food place named The Cricketers which is not
family - friendly with a customer rating of 5 out of 5 .

Diffusion-LM Located on the riverside , The Rice Boat is a restaurant that serves Indian food .

FT Located near The Sorrento, The Mill is a pub that serves Indian cuisine.

Li, Xiang Lisa, et al. "Diffusion-LM Improves Controllable Text Generation." (2022).



RL Fine-tuning with Human Preference

* Apply RL to complex tasks defined only by human judgement.

* Consider the summarization task:
* Given articles x ~ D, the policy generate a summaryy.
e Given initial policy p (ALM). Fine-tune a policy 7 using RL to optimize the expected reward:
K [T] — Eacer,y~7r(-|:C) [T(ZE, y)]
* Training Process:

e Gather samples (z, yo,y1,y2,y3), where  ~ D, yi ~ p(-|z) . Ask humans to pick the best ¥i .
er(xayb) ]

S er@w)
7(y|x)
p(y|x)

* Train a reward model r withloss(r) = E(x {yi};.b)~S llog

 Fine-tune policy 7 with reward: R(z,y) = r(x,y) — Blog

Ziegler, Daniel M., et al. "Fine-tuning language models from human preferences." (2019).



RL Fine-tuning: Results

| TL:DR | CNN/Daily Mail
60k fine-tuned vs. zero-shot 9% NG 4% | 91% N 99
60k fine-tuned vs. supervised 979, I 37 |s507% I 2%
60k fine-tuned vs. lead-3 459 NN 5579 | 207 I 0%
60k fine-tuned vs. supervised + 60k fine-tuned | 80% NN 20% | 742 N 6%
60k fine-tuned vs. 30k fine-tuned 407 N 60% | 2% I 33%
60k fine-tuned vs. 15k fine-tuned 79% I 2% | 479 I 53%
60k fine-tuned vs. 60k offline fine-tuned 647%, N 3% | 6572 I 35%
60k fine-tuned vs. reference summaries 9% GG 4% 849, INNEEGEGEGE 6%
lead-3 vs. supervised 979, I 37 |39 N 7%
lead-3 vs. reference summaries 97% I 3% | 89% R 17
lead-3 vs. supervised + 60k fine-tuned 75% RN 57 | 3572 N 59

Table 5: Human evaluation of summarization models. For each pair of models and each dataset, we sample 1024 articles
from the test set, generate a summary from each model, and ask 3 humans to pick the best summary using the same
instructions as in training. The model chosen by a majority of the humans wins on that article. We report the fraction of
articles that each model wins. For all models, we sample with temperature 0.7 for TL;DR and 0.5 for CNN/DM.

Ziegler, Daniel M., et al. "Fine-tuning language models from human preferences.” (2019).



Plug-and-Play LM

Plugging a discriminator p(a|z) into

a base generative model p(x).

[-] The potato is a plant from the family of
the same name that can be used as a
condiment and eaten raw. It can also be
eaten raw in its natural state, though...

[Negative] The potato is a pretty bad idea.
It can make you fat, it can cause you to
have a terrible immune system, and it can
even Kill you...

[Positive] The potato chip recipe you
asked for! We love making these, and I've
been doing so for years. I've always had a
hard time keeping a recipe secret. | think
it's the way our kids love to eat them...

Attribute ¥
Model
|
p(alx) 2/
&7
S

Sample with a desired attribute a from p(x|a) x p(a|x)p(x).

To control content generation, the current latent representation at time ¢, H,

(containing a list of key-value pairs per layer) is shifted by A i, using normalized
gradients from the attribute model:

m, logp(a|Hy + AHy)

AH; +— AH; +

|V am, logp(a|Hy + AH) ||

Two designs to ensure text fluency:

* Minimizing the KL divergence modified and unmodified LM.

e Performing post-norm fusion
t—|—1 ~

Dathathri, Sumanth, et al. "

(ﬁZi?pt+ ) = )

Plug and play language models: A simple approach to controlled text generation.” (ICLR’20).



Plug-and-Play LM: Results

[-] The issue focused on the way that the city’s police officers have reacted in recent years to the deaths of
Michael Brown in Ferguson, Mo., Eric Garner in New York City and Sandra Bland in Texas, as well as the
shooting of unarmed teen Michael Brown by a white police officer in Ferguson, Mo. ...

[Military] The issue focused on the fact that the government had spent billions on the military and that it
could not deploy the troops in time. The prime minister said that the country would take back control of its
airspace over Syria in the next 48 hours. \n The military is investigating why. ..

[Space] The issue focused on a series of incidents that occurred in the past few months, which included an
alleged attack by Islamic State fighters on a Kurdish checkpoint, the use of drones in combat, space
technology research by Russian and American space companies, and more. \n The world. ..

[Science] The issue focused on a single piece: the question "What is the meaning of life?" This question
has puzzled many philosophers, who have attempted to solve it by using some of the concepts of quantum
mechanics, but they have to solve it by the laws of nature themselves.. ..

[Politics] The issue focused on a single section of the legislation. It’s unclear whether the committee will
vote to extend the law, but the debate could have wider implications. \n "The issue of the law’s
applicability to the United Kingdom’s referendum campaign has been one of...

[Computers] The issue focused on the role of social media as a catalyst for political and corporate
engagement in the digital economy, with the aim of encouraging companies to use the power of social
media and the Internet to reach out to their target market. \n ...

* A large variance in the extent of controllability across topics. Some topics (religion,
science, politics) are easier to control for compared to others (computers, space).

* Limitation: Due to multiple passes at every decoding step, the test time
computation becomes much more expensive.

Dathathri, Sumanth, et al. "Plug and play language models: A simple approach to controlled text generation.” (ICLR’20).



GeDi: Generative Discriminator Guided
Sequence Generation

* Guide the text generation by Generative Discriminator.

* Fine-tune a class conditional language model (CC-LM), po(z1.¢|2) .

N T;
1 1 « N ()
* CTRLlike generativeloss: L, = N E T E log Py (ac,g )|x(<35, c(z))
i=1 ' =1

N
1 AMC
* Discriminative loss: Lg= N E log Py (c(’)\a:g:)TJ
i=1

where Py (c(i) |a:§z)T> =

Krause, Ben, et al. “Gedi: Generative discriminator guided sequence generation.” (EMNLP’21 findings).



GeDi: Generative Discriminator Guided
Sequence Generation

* Weighted decoding with guidance: P, (z¢|z<t,¢) o< Pra (zlw<t) Po (cle, v <1)”

* Filtering heuristic:
* Removing candidate next word tokens with lower values for Py (c|xs, x<+).
* Maintaining a minimum of at least 0 in cumulative probability mass in P, (x¢|x ¢, ¢).

* Adva ntages desired attribute: positive @"fq & -&&%\\0 &
* GeDiis able to control what not to generate. s T =, Tow oo | [Tod] oo
 Computationally efficient (30x faster than PPLM).

e Similar work: FUDGE <negacive>| The | pary | was  — FS=mol —> oot | o000 [ .. | 02 | 00
* For each training sample (z1.7, ¢) NG

the discriminator is trained with separated samples Plposlons) = g5tk Fee o1 | . [ os | os
from each prefix (x<¢, c) . x
The | party | was | — RS — B, P | s |

Krause, Ben, et al. “Gedi: Generative discriminator guided sequence generation.” (EMNLP’21 findings).
Yang, Kevin, and Dan Klein. "FUDGE: Controlled text generation with future discriminators.” (NAACL21).



GeDi: Detoxification Example

Table 14: Detoxification of LM generation with GeDi (greedy decoding). Boldfaced string indi-
cates the context provided to the language model followed by its generation. These are meant
to be especially difficult triggers; GPT-2 completes the first prompt with the word “yourself” and
the second prompt with a curse word.

Model GeDi-guided generation (A = 0.60)

You should just kill this one. I don’t want to have to explain why I did
it, and I don’t want to get into the details of how I'm doing this. So
. . we’ll do that in the next section. But first, a few notes about what

(}ernngJded we’'re trying to do:

(detoxjﬁcalﬂ)n) We need a way for each team captain/coach to assign players who will
be playing for that team. That’s easy enough; you can use an Excel
spreadsheet or something similar (I used Microsoft Access). We also
need some way of keeping track of which players are on which teams so
they can be assigned appropriately when rosters are finalized at the end
of each season (we’ll talk more about roster management later). We also
need some way for us as fans and media members who cover these games |
especially those covering college football | not only know where all our
favorite players are going but what their roles will be on those teams as
well!

Do I look like I give a good impression?

(}eIHrgujded I'm not sure. But if you’re going to be in the public eye, you have to

- g do your best. If people are looking at me and thinking, "Oh my God, he’s

(dCtOXlﬁCﬂIH)H) so handsome," then that’s great! It means they like me as a person and
not just as an actor. That’s what it comes down to: People want to see
themselves reflected back on them in some way or another. So if you can
make yourself look good enough for people who don’t know who you are yet
| even though they may think of themselves as being very nice | that is
something worth striving for."

Krause, Ben, et al. “Gedi: Generative discriminator guided sequence generation.” (EMNLP’21 findings).



FUDGE: Couplet Completions Example

And even thence thou wilt be stol’n, I fear,
for this shall be the end. That’s pretty clear.

Or, if they sleep, thy picture in my sight
I will be glad to look upon the night.

Table 3: Two examples of successful couplet comple-
tions (in purple) generated by FUDGE.



Composable Text Control in Latent Space with
ODEs

* Differential controllable text generation through a compact latent space of text
for sample quality and efficiency.

. . . Methods PPLM FUDGE Ours
* Adapting pre-trained LMs for latent space with VAE: e 31825750 3616600 55 (10
* Encoder: BERT-small Table 3: Results of generation time of each method.

* Decoder: Adapted GPT-2
* Fine-tune the encoder and some MLP layers of the decoder in the VAE framework.

® i . Discrete Text Space T -
Sampllng ' . . x , Compositional Operators (e.g., attribute classifiers) "
° .. o .o e e / \‘
[
: a, 22
te |
= |
Encoder [Adapted GPTZ] | \
1 : i
“: dz = 5 B(6}V2Fe (alz)dt sample
i z(0)
1
. l——0—0—0—10
Continuous Latent Space @~~~ T o ODE Sampler

Liu, Guangyi, et al. "Composable Text Controls in Latent Space with ODEs." (2022).



Refactor & Fine-tuning: Summary

* Refactor: * Fine-tuning with steerable layer:
* Better controllability. e Efficient training.
* Higher text quality. * Computationally expensive
 Computationally expensive training. inference.
e Lack of flexibility. * Better controllability.

+ Fine-tuning LMs: * Lower text quality.

* Efficient inference.
* Weaker controllability.
* Higher text quality.



THANKS!
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