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Transformer Block

http://jalammar.github.io/illustrated-transformer/



Self Attention

http://jalammar.github.io/illustrated-transformer/



Transformer are big models



Fine-Tuning as Predominant Paradigm

SuperGLUE Leaderboard (22.05)



Drawbacks of Full Fine Tuning

• Parameter Inefficiency:
• An entire new model is required for every downstream task.
• Hard to storing different instances for different tasks as the model scales.

• Resource-intensive deployment and computation:

which has resulted in scarce usage of large models in research



Drawbacks of Full Fine Tuning

• Not Environmental Friendly



Parameter Efficient Tuning

• Only updates a small number of parameters.
• Achieves comparable results to full FT.
• Several implementation ways:

• Addition-based methods introduce extra trainable neural modules or parameters that do 
not exist in the original model;

• Specification-based methods specify certain parameters in the original model or process 
become trainable, while others frozen;

• Reparameterization-based methods reparameterize existing parameters to a parameter-
efficient form by transformation.

Delta Tuning: A Comprehensive Study of Parameter Efficient Methods for Pre-trained Language Models  (2022)



Intrinsic Dimensionality

• An objective function's intrinsic dimension:
• Measures the minimum number of parameters needed to reach satisfactory solutions to 

the objective.
• Represents the lowest dimensional subspace in which one can optimize the original 

objective function to within a certain level of approximation error.

• Structure Aware Intrinsic Dimension:

• A satisfactory solution is defined as being 90% of the full training 
metric (𝑑!").

Intrinsic Dimensionality Explains the Effectiveness of Language Model Fine-Tuning ACL’21



Intrinsic Dimensionality of Transformers

• Larger models tend to have a smaller intrinsic dimension.

• Pre-training implicitly optimizes the description length over the 
average of NLP tasks.

• Within the same window of number of parameters, pre-training 
methodology becomes essential. (e.g. RoBERTa beats BERT)

Intrinsic Dimensionality Explains the Effectiveness of Language Model Fine-Tuning ACL’21



Intrinsic dimension for a large set of pre-trained models

Intrinsic dimension, pre-training, and generalization

Intrinsic Dimensionality Explains the Effectiveness of Language Model Fine-Tuning ACL’21



Generalization Bounds through Intrinsic Dimension

Stronger generalization bounds for deep nets via a compression approach  ICML’18



Delta Tuning (Pamameter Efficient Tuning)

• Addition-based Methods:
• Adapter and its variants
• Prefix Tuning

• Specification-based Methods:
• BitFit

• Reparameterization-based Methods:
• LoRA



Adapter Module with Transformer

• For each task, the adapter, the layer normalization parameters, and the 
final task specific layer are trained.

𝑑-dim feature

𝑚-dim feature (𝑚 ≪ 𝑑)

𝑑-dim feature

Total: 2𝑚𝑑 + 𝑑 +𝑚

Parameter-Efficient Transfer Learning for NLP  ICML’19



Prefix Tuning
• Intuition: Prompting or in-context learning

• GPT-3 can be deployed without task-specific tuning by 
prepending a natural language task instruction and a few 
examples to the task input.

• However, optimization over the discrete instructions is 
challenging.

Prefix-Tuning: Optimizing Continuous Prompts for Generation  ACL’21

• Prefix tuning prepends several tunable prefix vectors to keys and values of the 
multi-head attention at every layer. 

• For optimization stability, the prefix embedding matrix is reparameterized by a 
MLP with a smaller matrix.



Soft Prompt Tuning

• Simplifying prefix-tuning by only prepending to the input word 
embeddings in the first layer.

• Yields comparable performance on SuperGLUE when the model 
scales to T5-XXL with 11B parameters.

• Exhibits sensitivity to the length and initialization 
point.

The Power of Scale for Parameter-Efficient Prompt Tuning  EMNLP’21



BitFit: Bias-terms Fine-tuning

• Freezing all the parameters 𝑊(·) and 
𝑔(·) and fine-tuning only the additive 
bias terms 𝑔(·).

• Hypothesis: fine-tuning is mainly about 
exposing knowledge induced by 
language-modeling training, rather 
than learning new task-specific 
linguistic knowledge.

BitFit: Simple Parameter-efficient Fine-tuning for Transformer-based Masked Language-models  ACL’22



Low-Rank Adaption of Large Language 
Models
• Over-parameterized models reside on a low intrinsic dimension

• Existing solutions are not good enough:
• Adapter introduces inference latency.
• Prefix/Prompt tuning is hard to optimize.

and will reduce usable seq length.

• LoRA: Injecting trainable rank decomposition matrices into each 
layer of the Transformer architecture, while freeze the pre-trained 
weights.

LoRA: Low-Rank Adaptation of Large Language Models  ICLR’22



LoRA

• For pre-trained matrix 𝑊" ∈ ℝ&×( , constrain its update by 
representing the latter with low-rank decomposition:

𝑊" + Δ𝑊 = 𝑊" + 𝐵𝐴
where B ∈ ℝ&×) , A ∈ ℝ)×( , rank 𝑟 ≪ min(𝑑, 𝑘)

• During fine-tuning, 𝑊" is frozen, only apply
LoRA on attention weights.

LoRA: Low-Rank Adaptation of Large Language Models  ICLR’22



Unified View of Parameter-Efficient Tuning

• A variety of parameter-efficient tuning method that only fine-
tune a small number of extra parameters can attain strong 
performance compared with full fine tuning.

• The critical ingredients for success and connections among 
various methods are poorly understood.

Towards a Unified View of Parameter-Efficient Transfer Learning  ICLR’22



Unified Formula

• Adapters: 

• Prefix Tuning: 

which can be reformed as:

• LoRA: 

Towards a Unified View of Parameter-Efficient Transfer Learning  ICLR’22



Design Factors

Towards a Unified View of Parameter-Efficient Transfer Learning  ICLR’22



Results of Existing Methods

• Existing methods could match Full-FT performance easily on 
classification tasks.
• Obvious gap presents on generation tasks.

Towards a Unified View of Parameter-Efficient Transfer Learning  ICLR’22



Factor comparation

• Parallel design beats sequential ones in all cases.
• FFN modification utilize the added parameters more effectively.
• Modifying head attention achieves best performance on low parameter budget

Parallel v.s. Sequential ffn v.s. attention

Low parameter budget

Towards a Unified View of Parameter-Efficient Transfer Learning  ICLR’22



Composition Function

• The value of 𝑠 could have a significant effect on the results.
• Scaling composition is better than the vanilla additive one.

Towards a Unified View of Parameter-Efficient Transfer Learning  ICLR’22



Results

• MAM Adapter: Prefix Tuning with small bottleneck dim + scaled parallel adapter

Generation tasks Classification tasks

Towards a Unified View of Parameter-Efficient Transfer Learning  ICLR’22



Optimization Perspective

• Objective function of the original LM:
• New objective after inducing delta parameters:
• The starting point is             and usually we have
• Let and  

• We are only interested in the gap between                      (full FT) 
and            (Parameter-Efficient Tuning).   

Delta Tuning: A Comprehensive Study of Parameter Efficient Methods for Pre-trained Language Models  (2022)



Optimization Perspective

• Low-dimensional representation in solution space:
• Assume we can embed the original parameters    to a low dimensional 

space, i.e.                      , where    is the error term depending on
• Then, we have                                           .
• Let Suppose that    and          are 

Lipschitz continuous, we have following bound of the approximation 
error of delta tuning to the full-parameter FT: 

• Low dimensional representation in functional space:

Delta Tuning: A Comprehensive Study of Parameter Efficient Methods for Pre-trained Language Models  (2022)



Optimal Control Perspective

• Deep learning can be interpreted as a optimal control problem (Li 
et al. ,2017).
• Delta tuning can be viewed as seeking the optimal control of 

PLMs for specific downstream tasks:

Delta Tuning: A Comprehensive Study of Parameter Efficient Methods for Pre-trained Language Models  (2022)

https://jmlr.org/papers/v18/17-653.html


Example: Robust Prefix Tuning

• A instance of seeking the close-loop 
control for robust downstream tasks.

• Pipeline:
• Collect layer-wise LM activations of correctly classified 

training examples.
• Project the activation matrix onto a low-level manifold 

via PCA.
• Tuning a additional prefix using the distance between 

test examples’ activation and the manifold.

• Improves robustness over several strong baselines 
against different textual attacks.

On Robust Prefix-Tuning for Text Classification  ICLR’22
Towards Robust Neural Networks via Close-loop Control  ICLR’21

Close-Loop Control



Discussion

• Parameter-efficient methods do provide ways to be able to 
effectively utilize and adapt big transformer-based models.

• The optimal design factors and scale for specific tasks?

• Relation between the pre-trained model
• Help to understand how pre-trained models work.
• Potential for correcting model bias.
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